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The last 15 years have seen a large uptick in the use of unmanned aircraft. However, the current safety of flight

clearances for unmanned aircraft requires a qualified operator who can make decisions and ultimately bear the

responsibly for the safe operationsof the vehicle.The future of aviation is unmanned, andultimately autonomous.Yet,

a clear path for certifying an autonomous vehicle to make decisions currently reserved for qualified pilots does not

exist. This paper presents a preliminary approach for certifying an autonomous controller to select an appropriate

landing site for a large rotorcraft in an unprepared landing zone. In particular, this paper will decompose the steps

currently used by qualified pilots to the basic requirements to define an envelope where the vehicle will be allowed to

operate autonomously while landing. These requirements are the basis for a specification that we examine to ensure it

met the requirements. A protocol is developed based on the analyzed specification that will ensure what the vehicle

“will not do”while operating autonomously. Finally, we describe how this protocol can be used as the safety of flight

evidence, and eventually for clearing an autonomous controller to complete a task reserved for qualified pilots.

I. Introduction

UNMANNEDaviation is expected to continue to increase over the
next decade [1]. Unmanned aircraft can operate far beyond the

limitations of human endurance. However, unmanned aircraft are
currently required to have a qualified operator in the loop. This
operator, who controls the vehicle and makes decisions, is ultimately
responsible for the safe operationsof thevehicle [2]. Future systems are
expected to allow these vehicles to operate autonomously. Yet, an
approved process for certifying an autonomous vehicle to accomplish
tasks that are currently reserved for qualified pilots does not exist [3,4].
Regulations for certifying amanned aircraft have evolved since the

beginning of powered flight. Depending on the ultimate mission of
the aircraft, a well-defined process can be identified and used for
certification. The qualification process for pilots is also well defined
and has gone through numerous iterations over the years [5]. Many
modern aircraft can, and are, operated through a set of pilot relief
modes (autopilots) that allow the aircraft to complete nearly the entire
flight without a pilot touching the controls. However, the pilot in
command still has the responsibility for the aircraft. The pilot in
command (or controller in the case of unmanned aircraft) is required
to operate the vehicle under current certification standards. Federal
Aviation Administration (FAA) certification for unmanned vehicles
only deals with small vehicles (referred to as quadcopters or similar
small drones) and requires the operator to bewithin line of sight of the
vehicle [6]. Autonomous aircraft will not have an operator in the loop
and will ultimately require a new process [2,7].
Before safety of flight certification, officials require data to justify

such a flight clearance [8]. These data are referred to as certification
evidence. This paper describes the development of certification
evidence for safety of flight certification of a well-defined task:
autonomous landing of a helicopter in an unprepared landing zone.
An unprepared landing zone is a location that is not certified for
rotorcraft operations (not an aerodrome or helipad). We use the
unprepared confined area landing (CAL)/landing zone (LZ) mission

currently carried out by H-60 variant helicopters by the United States
Navy (USN) and United States Marine Corps (USMC) as a running
example [9]. Thismission can be as simple as landing in an open field
adjacent to a highway, or as difficult as landing between buildings in
an urban setting. The process for choosing a landing spot is compli-
cated and, before being certified as a helicopter aircraft commander
(HAC), a candidate is expected to be able to accurately complete this
task [5].
Since the dawn of aviation, many of the innovations we currently

take for granted came from themilitary (some examples include radar
[10], medevac air ambulance [11], jet engines [12], glow sticks [13],
and advanced night vision technology [14]). Many military applica-
tions can transition easily to the civilian sector because their func-
tionality is similar. For this reason, we chose a military application
that can be easily translated into a civilian sector for this research. The
evidence generated can be use for certification of future autonomous
vehicles.
For naval aviation, airworthiness certification authority is del-

egated to Naval Air Systems Command (NAVAIR) 4.0 Engineering
(4.0P is the branch assigned) [8]. When a new capability/software/
weapon/airframe is acquired, and before naval personnel operate it,
4.0Pmust grant a flight clearance (also referred to as a safety of flight
certification). The certification process for naval aircraft is a risk
mitigation process. Aircraft subsystems, software, components, and
ultimately the aircraft itself are certified through an established
process. Technical Area Experts (TAEs) are tasked with reviewing
certification evidence (referred to as artifacts) in their individual
technical areas. These reviews are rolled up into a larger flight
clearance that certification officials use to certify the vehicle as a
whole. When a vehicle is certified safe for flight, NAVAIR 4.0P is
certifying that when given to a qualified pilot, they can safely
complete the desired mission of the aircraft [8].
All modern aircraft have some level of automation, and this

automation is thoroughly tested during the certification process. In
this paper, a distinction has beenmade between automation (such as a
pilot relief mode in an autopilot) and autonomy. For automation, a
system functions with no/little human operator involvement; how-
ever, the system performance is limited to the specific actions it has
been designed to do. Typically these are well-defined tasks that have
predetermined responses (such as “maintain altitude” or “fly the
published approach for the duty runway”). For autonomy, a system
has a set of intelligence-based capabilities that allows it to respond to
situations that were not preprogrammed or anticipated (i.e., decision-
based responses) before system deployment. Autonomous systems
have a degree of self-government and self-directed behavior [15].
This difference can be further deconstructed into deterministic
behavior (based on known input conditions, the vehicle will exhibit
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a known behavior) and nondeterministic behavior (the exact behavior
of the system cannot be determined based upon the input conditions).
As NAVAIR 4.0P certifies aircraft to be operated by qualified

pilots, it is important to understand how the process to qualify a pilot
differs from the aircraft safety of flight certification process. The
qualification process for naval aviators (pilots) is considered to be a
trust process. Unlike the civilian sector, military pilots are trusted by
their commanding officers (COs) to complete missions critical to
national interests. While each pilot is required to log a minimum
amount of flight time and show competency in aircraft procedures
before qualification, a commanding officer will not designate them as
fully qualified until the individual has earned the trust of the CO in
their decision-making abilities in off-nominal conditions [5].
In an attempt to provide a path forward for certifying autonomy in

aviation, this paper provides a limited approach for providing evi-
dence that can be used for certifying an autonomous controller to
exhibit nondeterministic behavior when selecting a LZ autono-
mously during the unprepared CAL/LZ mission. This mission (the
task of selecting and continuously evaluating a landing spot during
the approach and landing phase of flight) is currently carried out by
H-60 variant helicopters by the USN and USMC [9]. Before certif-
ication, TAEs need to be provided certification evidence that the
system can complete tasks currently reserved for pilots [8]. This
paper will decompose the tasks currently completed by a pilot during
the CAL/LZ mission to their basic requirements. To develop these
requirements, we consulted (over several interview sessions) multi-
ple senior naval officers (those that currently certify a pilot as aHAC),
and we followed several junior aviators during the qualification
process. Through our conversations and observations, we gained
insight as to what was expected of a fully qualified HAC during the
mission. Ultimately, we propose a clearance envelope where the
system can exhibit nondeterministic behavior. Thismeans the actions
of the system cannot be exactly predicted by evaluating the systems
parameters, and the system is clear to make decisions currently
reserved for qualified pilots, providing it does not reach one of the
limits of the clearance envelope. For the CAL/LZ mission, this
implies that the autonomous controller can pick its landing spot,
providing it does not violate restrictions put in place. If the system
were to reach one of these limits, it would revert to predetermined
behavior. We examine the correctness of the specification in an effort
to show that a path forward exists in which formal verification could
be used to certify autonomous systems to complete tasks currently
reserved for qualified pilots [16]. We used Prototype Verification
System (PVS; a theorem proving tool) to examine a high-level
specification for correctness. Then, the analyzed specification was
used to develop a protocol for the actions the autonomous controller
would take when selecting and controlling the aircraft during the
CAL/LZ mission. The protocol was then evaluated against a sample
set of possible LZ conditions to ensure that only an LZ that met all of
the requirements of the specification would be allowed to be selected
by the autonomous controller (eliminate corner cases). Software
developers can use the protocol as a guideline for developing the
specific code that will control the aircraft. We also presented the
protocol to the same senior naval officers that helped develop
the requirements for the specification to ensure that it met their
criteria for qualification of HACs. All four naval officers agreed that,
provided the assumptions were valid, the protocol was adequate for
modeling the behavior of a fully qualified HAC in the CAL/LZ
mission. The evaluation can be used by certification officials as
evidence for the ultimate certification of the system [8].
This paper is structured as follows. In Sec. II, in addition to a

review of related research in the area, the current NAVAIR certifi-
cation process and the HAC qualification process are summarized. In
Sec. III, the actions taken by a qualified pilot are deconstructed to
their requirements. These requirements are then used as the basis for a
specification. In Sec. IV, we analyze the specification to ensure it
meets the requirements. Finally, wewill show that specified behavior
will satisfy the requirements (given the assumptions). In Sec. V, a
protocol is presented that can be used by certification officials for the
possible certification evidence of autonomous behavior in a naval
aircraft. In Sec. VI, we describe how the process of generating the

protocol is just one of the first steps toward the certification of
autonomous behavior to complete tasks currently reserved for
qualified pilots. Directions for future research are also provided.

II. Background

Currently, a formalized/approved process does not exist for naval
aircraft/systems that exhibit autonomous behavior (the system is able
to respond to situations that were not explicitly preprogrammed)
because there has never been a requirement for one to be developed.
Several possible approaches have been proposed, but none have been
vetted through the naval flight clearance authorities [17–19]. Several
issues have been identified for certificating autonomy (i.e., the com-
plexity of autonomous systems results in an inability to test under all
known conditions, difficulties in objectively measuring risk, and an
ever-increasing cost of rework/redesign due to errors found late in the
verification and validation (V&V) process [15]). The decision space
for certifying a vehicle to complete all tasks assigned is extremely
complex. This work focused on developing evidence for certification
officials to certify autonomous functionality during a specific mis-
sion: executing a safe landing of a large rotorcraft (capable of trans-
porting passengers) within an unprepared (not an aerodrome or
helipad) CAL/LZ. This will enable an exercise of a methodology
for just one mission normally reserved for fully qualified rotorcraft
pilots (other missions would include tasks such as power line
avoidance, see and avoid, formation flying, and visual navigation),
thus limiting the complexity of the autonomous functionality
requirements.
Academia has proposed several approaches for certification of

unmanned/autonomous systems. A majority of the work deals with
small unmanned aerial vehicles (UAVs) or abstract methods for
certifying large vehicles. One common theme is to identity errors
in the software early in the design cycle, since the later a defect is
found, the more resources (both in time and money) are required to
correct the issue [15,20–23]. Many of the approaches involved
modeling and simulation (M&S) to determine if the software was
adequate for the system requirements [21,24–31]. Another common
approach involves employing formal methods for safety-critical
software V&V (run time verification [16,32–42], model checking
[19,43–54], and theorem proving [43,54–60]). Some proposals have
detailed methodologies for V&V for the unmanned see and avoid
requirement but only for a two-dimensional problem [61,62]. One
drawback of these approaches is the limited focus of theirwork.As an
approved methodology does not exist, their work was limited to one
or two pieces of the V&V process, and most did not consult aviation
certification officials. One notable exception is the work done by the
Formal Methods Group at National Aeronautics and Space
Administration (NASA) Langley Research Center. Currently, NASA
is working on (and has published) several papers on obtaining flight
clearances for unmanned aerial systems (UASs) to operatewithin the
national airspace. Their work focuses on formally defining the speci-
fication from the requirements of operation within the national air-
space, and then V&V via theorem provers [63–65]. This is designed
to give certification officials confirmation that the software will
perform per the requirements.
Most of the current work to certify autonomy is based off easily

definable, black and white regulations for operating in the public
airspace. One example is collision avoidance, where aircraft are
required to maintain a safety bubble around them to avoid collision.
This involves an easily definable andwell documented set of require-
ments (such as lateral and vertical separation). These requirements do
not involve pilot judgment, and they can be accomplished by using
data currently available via onboard systems (such as the traffic
collision avoidance system and Mode C transponders). The CAL/
LZ mission does not fall into that category; it requires a HAC to
evaluate several variables continuously and make a judgment-based
decision on an ever-changing situation. This work focuses on
developing a protocol that can be used in certifying that “judgment”
task. The CAL/LZ mission, as we will reduce the requirements
down to, may appear to be a simplified “decision tree” mission.
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However, embedded within the assumptions are judgment calls that a
qualified HAC will need to complete during the mission.
The protocols/control laws used by an autonomous vehicle are

essentially the decision engine for determining where the systemwill
go and how it will react to input conditions. A simplified example
would be “if the landing zone is no longer clear, abort landing and
hold at predetermined point Alpha.” Formal methods offer the ability
to build the protocols/control laws based on a formally verified
specification. The specification is based on the requirements of the
software that will control the system. Using a formal methods
approach for the development of the protocols offers flight clearance
authorities’ insight as towhat the systemwill not do. This insight can
be used in the safety of flight certification of an autonomous
controller [64,65].

A. Current Certification Process for Naval Aircraft/Systems

Currently, when an aircraft is certified safe for flight (when oper-
ated safely, they will not break down or cause a danger to the general
public), it is implied that they will be operated by a qualified pilot (or
operator in the case of large UAVs such as the Global Hawk or
Predator). As an example of a currently fielded system, the USN
currently operates the MQ-8 Fire Scout UAV. NAVAIR has certified
the large rotorcraft to fly without a qualified HAC. However, an Air
Vehicle Operator (AVO) is ultimately responsible for the safe oper-
ation of the vehicle. During preflight mission planning, the AVO
programs the vehicle to complete parts of the mission without oper-
ator input (similar to an autopilot). In the event of loss link, the system
will fly to a preplanned point, and land. The system does not perform
any evaluation of the landing point; it simply executes a preplanned
route to a LZ and autolands [66].
NAVAIR 4.0P has established processes where TAEs, who have

been given the authority in their subject fields, review relevant
artifacts before approving their portion of a flight clearance. Artifacts
can range from subject matter expert opinion to detailed engineering
analysis. Often, an artifact is a dataset characterizing the performance
of a system. In the end, artifacts exist to quantify the system and allow
the certification official to determine the risk they will be accepting.
For the respective TAEs to certify autonomy in their subject area,

several challenges will need to be overcome. In the words of the
former chief engineer of the United States Air Force, “It is possible to
develop systems having high levels of autonomy, but it is the lack of
suitable V&V methods that prevents all but relatively low levels of
autonomy from being certified for use [67].” The U.S. Air Force
Research Laboratory funded a study asking a question regarding the
state of possible processes for certification of unmanned aerial sys-
tems that employ machine learning or autonomous functionality
through some sort of evidence-based licensure process. The report
summarized several categories that may lead to the certification of
UASs. These categories were formal methods; requirements and
metrics; normative oracle generation; coactive design; implications
of learning autonomous systems; and modeling and simulation con-
siderations for licensure of autonomous systems [68]. All or some of
these categories will be required for the individual TAEs to accept the
risk associated with certifying the autonomous functionality.

B. Current Certification Process for Helicopter Aircraft Commander

The overarching purpose of this research is to determine a path
forward for certifying a decision engine to act as a HAC in the USN/
USMC. To accomplish this, the current HAC qualification process
must be understood. This process is formally established, but full
qualification depends on a subjective decision of a CO (typically an
O-5 or O-6) [5]. Following graduation from the helicopter replace-
ment air group, a pilot will be assigned to a fleet squadron for
approximately 36 months. During this time, they will be expected
to qualify as a second pilot, complete a HAC syllabus, complete the
prerequisite flight experience in model (such as a H-60), pass a HAC
oral board, and ultimately earn their CO’s trust in their decision-
making process before they are considered a fully qualified HAC [5].
To qualify a candidate as a HAC, the CO is placing trust in the

pilot’s judgment. Any pilot can follow directions or complete a

simple mission when everything goes as planned. The question is
how they will respond when things do not go as planned. By
designating a pilot as a HAC, the CO is putting their stamp of
approval on the pilot’s ability to cope with the unexpected.

III. Requirements Definition and the Specification

A. Development of the Basic Requirements

The first step in a path for a flight clearance of an autonomous
system to complete tasks currently reserved for a qualified pilot is to
define the requirements the decision engine must complete. Landing
in an unpreparedLZ is a difficultmission for qualifiedHACs. The last
15 years have seen several fatal mishaps where naval aviators have
made decisions that led to unsuccessful landing attempts. The Chief
of Naval Air Forces (CNAF) established a procedure for pilots to
complete when attempting a landing in such a location. The pro-
cedure is abbreviated as SWEEP (which stands for size/slope, wind,
elevation, escape route, and power) [9]. Several syllabus flights are
dedicated to mastering this task, and these flights must be passed
before a pilot can be designated a HAC. These flights consist of
17 events totaling 36 flight hours. The experience gained by com-
pleting the syllabus events, in addition to the experience the HAC
candidate obtains during other events, is used to train the judgment of
the aviator before their CO designates them as a HAC [5].
If a decision engine were to be allowed to make the decision on

where to land, it would need to demonstrate the ability to complete
the SWEEP procedure. This work attempts to program the judgment
via the SWEEP into the decision engine, and then allows the decision
engine to select a landing point (provided SWEEP is valid). Any
protocol used to control its action must prove that it can accurately
complete the procedure, every time, before it is certified. It is
important to understand each part of SWEEP:
1) The first part is size. TheS inSWEEPhas twomeanings: the first

is size of the LZ. The HAC must be able to define the size of the LZ
from altitude (nominally 200 ft above ground level). This includes
obstacles and the actual area and orientation available for the vehicle
to touch down in. An obstacle within the LZ may not negate the
suitability of the LZ. Rotor washmay blow some items out of theway
during landing (such as tumbleweeds). A HAC uses their experience
and judgment to identify which objects may pose a threat. West coast
helicopter pilots normally train in the desert of eastern San Diego.
The biggest threats to defining a LZ are tall bushes that can cause the
vehicle to tip over if they are under the aircraft on landing. A confined
area, such as an urban setting, offers still other issues dealing with the
actual dimensions of the LZ. Buildings and fences confine the
available space to land in. HACs are expected to be able to visually
identify the LZ and determine the suitability for landing. All heli-
copters differ in size.
2) The S in SWEEP also stands for slope. Most prepared LZs are

flat and clear of any obstacles. When a helicopter touches down on a
flat surface, both skids (or landing gear) touch down at nearly the
same time. The greater the slope, the greater the risk that the vehicle
may tip over on landing/touchdown due to dynamic rollover. The risk
comes when only one of the two main touchdown points makes
contact with a surface and becomes a pivot point for the vehicle.
Standard operating procedures list a limit for slope based on vehicle
configuration and environmental conditions. HACs are expected to
evaluate the slope for suitability from altitude, and they continually
evaluate the LZ through touchdown.
3) The W in SWEEP stands for wind. Unlike their fixed-wing

counterparts, helicopters normally do not land with a forward veloc-
ity that dominates the local wind during landing. A fixed-wing air-
craftmay be able towithstand crosswinds of 30� kt due to its forward
velocity of 100� kt. A helicopter may have crosswind limits of
5–10 kt while landing. A HAC is expected to evaluate the landing
area before approach and continuously during approach to ensure the
aircraft can complete a safe landing. In a CAL/LZ, when an aircraft
gets near the ground, the wind has a tendency to shift greatly due to
local conditions. These shifts may be difficult for the HAC to
anticipate from altitude. The HAC is expected to abort a landing if
an unsafe wind condition is present.
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4) The first E in SWEEP stands for elevation. Tactical helicopters
are historically underpowered due to their weight. The closer to sea
level, the better the performance of the engines on the aircraft. As
altitude increases, the performance of the engines is reduced. The
USN trains selected naval aviators at the mountain training school in
Fallon, Nevada. There, pilots learn how to control their aircraft when
its performance is limited due to elevation. A HAC is expected to be
able to accurately evaluate the vehicles performance based on the
altitude of the LZ. They are also expected to abort the landing if an
unsafe condition exists.
5) The second E in SWEEP stands for the escape route. When

evaluating an unprepared LZ, HACs are expected to be able to find a
way out (if one exists). The way out is used as an escape route when
aborting a landing/approach. This route may be used when an unex-
pected unsafe condition develops. One example would be if the LZ
becomes fouled by an interloper (such as a moving vehicle or wild-
life). On this step of the SWEEPprocedure, theHACmust select their
escape route if a safe landing can no longer be executed. If any escape
route does not exist, some low-priority missions will be aborted
because the extra risk associated with the mission is not acceptable
based on the priority level.
6) The P in SWEEP stands for power. Aswith all aspects of vertical

lift aviation, power is the most critical part of aircraft performance.
The two main expressions are the hover in ground effect (known as
HIGE) and the hover out of ground effect (known as HOGE). These
values define the power margin available to the pilot on the day in
question and are constantly evaluated during flight as conditions
change. Environmental factors, such as temperature and density
altitude, combined with mechanical factors (the actual performance
of the engines installed on the vehicle) define the power available to
the pilot for use. A HAC is expected to be able to evaluate the power
they have available for approach to determine suitability.
Regarding the application of SWEEP for certification, this paper

proposes a clearance envelope where the decision engine can exhibit
nondeterministic behavior. If the vehicle reaches one of the edges, it
will abort the approach and proceed to a predetermined point. The
question is how to define the edges. Using SWEEP as an outline, a
protocol can be developed based on a specification for keeping a
vehicle within the clearance envelope.We then systematically exam-
ine the specification in an effort to ensure it satisfies the requirements
in Sec. IV. This will serve as an artifact for flight clearance officials to
accept the risk of allowing a decision engine to make a decision
(landing) normally reserved for a qualified HAC.

B. Specification

For the limited purpose of defining a specification for the landing
of a large rotorcraft in a CAL/LZ using guidance and control from an
onboard decision engine, we elected to use a state machine specifi-
cation [69] (Fig. 1). The state machine specification follows the
various states required for the vehicle to transition through from the

initial (or reset) point and being safe on deck. Table 1 details the
various events that happen as the specification transfers from one
state to another.
The transition states can be summarized as follows:
State A is the “initial/reset” state. At this point, the decision engine

is at the start of the loop. Following a fuel check [to determine if the
current state is above a predetermined bingo fuel (fuel required to
return to a safe landing field)], it will begin the process of selecting a
LZ and evaluating it against the SWEEP checklist. If the vehicle is
below the predetermined bingo fuel, the decision engine reverts to the
return to base (RTB) state, and it returns to base formore fuel before it
attempts the find a valid LZ.
State B is the “conduct SWEEP checks to determine if selected LZ

is a valid LZ” state. In this state, the decision engine selects a possible
LZ and evaluates the SWEEP checks. If the selected LZ has a valid
SWEEP check, the decision engine can then proceed to state C
(“build ingress route”). If not, the decision engine retrogrades to
state A (initial/reset).
State C is the build ingress route state. In this state, the decision

engine builds an ingress route from the start point to a HOGE point.
Providing it can be completedwith the remaining fuel on board, avoid
obstructions/traffic, and remain within the performance envelope of
the vehicle, the ingress route is considered valid and the decision
engine can proceed to state D (“monitor ingress”). If not, the decision
engine retrogrades to state A (initial/reset).
State D is the monitor ingress state. In this state, the decision

engine monitors the LZ and the performance parameters of the
vehicle to ensure that SWEEP remains valid while the vehicle is
transitioning from the start point to theHOGEpoint. Once the vehicle
reaches the HOGE point, the decision engine shifts to state E
(“HOGE over spot to LZ transition”). If SWEEP was to become
invalid before the vehicle reached theHOGE point, the vehiclewould
execute the escape route, return to the initial/reset point, and retro-
grade to state A (initial/reset).
State E is the HOGE over spot to LZ transition state. In this state,

the decision engine monitors the LZ and the performance parameters
of the vehicle to ensure that SWEEP remains valid from HOGE to
touchdown. If SWEEP remains valid, the vehicle will complete the
mission (land safely). If SWEEP were to become invalid before
touchdown, the vehicle would execute the escape route, return to
the initial/reset point, and retrograde to state A (initial/reset).
This state machine specification can be considered a top level.

Each of the events described in Table 1 has conditions and assump-
tions built into them. Some examples of the assumptions are the
environmental conditions (weather, atmospheric conditions) and
vehicle limitations (actual limits of the air vehicle). These conditions
and assumptions must be valid for Fig. 1 to be a valid flight clearance
artifact. Top-level assumptions become lower requirements.
As the specification in Fig. 1 represents a subset of the overall

functionality of the aircraft, it has one defined start point (initial/reset

Fig. 1 State machine specification that details the decision process for an unmanned system to make a decision currently reserved for a qualified pilot.
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state). From there, the decision engine executes the evaluation of
possible landing locations until it either completes a safe landing
(“safe on deck” state) or is forced to abandon the task due to fuel
constraints (RTB state).

IV. Analysis of the Specification

In this section, we will begin with the state machine specification
as it relates to controlling the unmanned system in its decision
process. We will show consistency and completeness via an opera-
tional procedure table.Wewill then break down the various processes
within the specification into propositions that must be held valid for
the specification to bevalid. The propositionswill then be tracked and
analyzed by a theory-proving software package to complete the
analysis of the specification, detailing the decision process for an
unmanned system to make a decision currently reserved for a quali-
fied pilot.
Formal methods have been used for aircraft software verification

and ultimately certification of aerospace software [16]. The power of
formal methods lies in providing precise and unambiguous
descriptions and mechanisms that facilitate the development of
safety-critical systems in a more robust fashion [70]. By first devel-
oping a specification that tracks the various states for landing, then

completing the formal methods activities (analyze specification for
consistency/completeness, prove the behavior will satisfy the
requirements (with assumptions), prove that a more detailed design
implements a more abstract one [71]), TAEs can use the results as
artifacts for certifying an autonomous controller to complete the
CAL/LZ mission. The analysis in this section uses PVS, a theorem
proving tool, to examine a high-level specification for an autonomous
system in an attempt to certify that the system can complete tasks
currently reserved for qualified pilots. This analysis is not a formal
verification of the software but is rather a preliminary example of a
path toward formal verification of such systems.

A. Operational Procedure Table

An operational procedure table was used to begin the analysis of
the specification (Fig. 2). The variables along the top row represent
the requirements for each associated landing segment (of flight) task
(left column) required for the CAL/LZ mission. Each variable has its
own assumptions (which would translate to requirements at lower
levels). Each task is performed sequentially (top to bottom). Each
variable is unknown until the associated segment is complete
(changing the variable to a one or a zero). A common underlying
assumption for all the variables is that the situational awareness

Table 1 Event description for state machine specification that details the decision process for an

unmanned system to make a decision currently reserved for a qualified pilot

Identification From state Events To state

1 A Above bingo fuel B
2 A Below bingo fuel G
3 B SWEEP valid for LZ C
4 C Ingress route exists for selected LZ D
5 D SWEEP remains valid during ingress E
6 E SWEEP remains valid from HOGE to safe on deck F
7 B SWEEP invalid for selected LZ A
8 C Ingress route does not exist for selected LZ A
9 D SWEEP becomes invalid during ingress A
10 E SWEEP becomes invalid from HOGE to safe on deck A

Fig. 2 Operational procedure table converting the statemachine specification into the various tasks required for an unmanned system tomake a decision

currently reserved for a qualified pilot.
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provided by the vehicle’s sensors to the decision engine is adequate
for the current conditions (not degraded to an unsatisfactory level by
weather or malfunction).
The following are the variables and their underlying assumptions:
1) The first assumption is above bingo fuel, in which the vehicle is

above the amount of fuel required to return to a safe landing area. This
assumes the fuel management system is functioning properly and the
decision engine is able to accurately measure the value.
2) The second assumption is suitable LZ (size/slope): The decision

engine is able to choose aLZ that is suitable for thevehicle. It assumes
the LZ requirements are programmed properly (size and slope) and
can properly classify obstructions as threat or no threat.
3) The third assumption is winds within limits: The decision

engine is able to compare the current wind conditions to the
programmed limits for the vehicle. It assumes the wind limits are
programmed properly (headwind and crosswind).
4) The fourth assumption is valid elevation data: The decision

engine is able to determine its current mean sea level (MSL)
altitude from its internal systems (some combination of the Global
Positioning System, the inertial navigation system, and the internal
pitot static system).
5) The fifth assumption is a valid escape route: The decision engine

has developed an escape route that will return the vehicle to the start
point and remain within safety limits. It assumes the safety limits are
developed and defined within the programming of the decision
engine.
6) The sixth assumption is a favorable power margin: The decision

engine has defined the power margin (power required/power avail-
able) to be adequate for the LZ. It assumes the margin has been
defined and programmed into the decision engine.
7) The seventh assumption is a valid ingress route: The decision

engine is able to build an ingress route that will keep the vehicle free
from collision and within the flight limits of the vehicle. It assumes
the limits of the vehicle are programmed into the decision engine.
8) The eighth assumption is that SWEEP is valid on ingress to the

HOGEpoint: The decision engine is able to continuouslymonitor the
LZ during the approach to its HOGE point. Should the status of
SWEEP change to invalid, the vehicle would need to abort the
approach, execute the escape route, and transition to the reset point.
9) The ninth assumption is that SWEEP is valid from HOGE to

land: The decision engine is able to continuously monitor the LZ
during its landing through touchdown. Should the status of SWEEP
change to invalid, the vehicle would need to abort the landing,
execute the escape route, and transition to the reset point.

B. Consistency and Completeness

The operational procedure table [which contains cell values (1, 0,
U, or N/A) of each requirement] was used to help define consistency
and completeness. The table shows consistency by the fact that no
two columns are operational for any combination of values for the
variables because no two columns have the same cell values (at most,
one outcome assigned under each possible scenario). The table shows
completeness by the fact that for all values of variables, only one
column is operational because all possible combinations of the
variables are listed within the table, and no two columns are equal
(some outcome assigned to every possible scenario) [72].

C. Theorem Proving Model

To prove that the systemwill complete the task, and showwhat the
systemwill not do, the top-level requirements outlined in Fig. 2 were
separated into three propositions [each of which have supporting
propositions (e.g. Proposition 1.1 and Proposition 1.2 and Proposi-
tion 1.3 imply Proposition 1.0 is true)], which must remain true for
the overall model of a successful landing to be valid. These propo-
sitions alone would not satisfy formally verifying the specification.
That would require detailed formal analysis of the specification. This
analysis would include validating all of the assumptions underneath
the top level specification presented in this research. Which in turn
would would require more explicit definitions than the Booleans
presented and is beyond the scope of this research.

Proposition 1.0: The LZ is suitable for landing (all of the support-
ing propositions are true).
Proposition 1.1: The size of the LZ is adequate for the vehicle.
Proposition 1.2: The slope of the LZ is adequate for the vehicle.
Proposition 1.3: The LZ is clear of obstructions.
Proposition 2.0: The conditions for landing are suitable (all of the

supporting propositions are true).
Proposition 2.1: The altitude of the LZ is within the envelope of

the vehicle.
Proposition 2.2: The local wind conditions are within the

envelope of the vehicle.
Proposition 2.3: The power margin is within acceptable param-

eters (nominally �10%).
Proposition 2.4: The decision engine can define a valid

ingress route.
Proposition 2.5: The decision engine can define a valid egress/

abort route.
Proposition 3.0: The approach and landing can be completed

while maintaining suitable conditions (all of the supporting
propositions are true).
Proposition 3.1: SWEEP can remain valid during the approach

phase of the vehicle (from start to HOGE).
Proposition 3.2: SWEEPcan remainvalid fromHOGE to landing.

D. PVS Model

After establishing the top-level propositions, we translated them
into the theorem proving software package Prototype Verification
System. PVS is a computer program that contains a theorem prover
(symbolic engine that implements the deductive rules of a logic
system). It allows us to use precise statements of logic such as
lemmas and theorems. Proofs of logic formulas can bemechanically
proven using the PVS theorem prover, which guarantees that
every proof step is correct and that all possible cases of a proof
are covered. Similar to the work performed by Narkawicz and
Muñoz [73], all propositions presented were mechanically checked
in PVS for logical correctness.
PVS has been used by NASA and other organizations for docu-

mentation of requirements for autonomous behavior for FAA certifi-
cation [63]. The PVS specification (Fig. 3) is broken down into three
sections (similar to the three main propositions). The first deals with
the physical size of the LZ (Proposition 1.0). The second dealswith the
environmental conditions of the LZ (Proposition 2.0). The third
deals with SWEEP remaining valid during approach to landing
(Proposition 3.0). Using theorem proving software provides a repeat-
able, traceable model of the system’s behavior that satisfies the speci-
fication. Figure 3 is a PVS top-level specification that illustrates the
requirements for completing the initial SWEEP checks by a decision
engine. While this model is not sufficient for formally verifying the
specification, we use the model to illustrate how documenting the
requirements through a formal process can provide TAEs with arti-
facts. These artifacts can be additional riskmitigationmeasures during
the certification process for allowing an autonomous system to com-
plete a task currently reserved for qualified pilots.
PVSoffers the ability to analyze the propositions listed in Sec. IV.C

within the interactive proving environment. While using the inter-
active environment, lemmas can be defined from sections of a PVS
specification. An example of this would be an evaluation of the
environmental condition of the LZ (wind and elevation). If either
were outside of the defined parameters of a valid LZ, the selected LZ
would be unsuitable due to conditions. An example of this lemma in
PVS can be found in Fig. 4. For further details on the functionality
and utility of PVS, we refer the reader to Ref. [74].
Theorem provers provide an analytical framework that can com-

pletely define the environment the vehiclewill be operating in.While
the model that is defined is a simplified model of the real world, it is
robust enough that flight certification officials can use it to justify
what the decision engine will not allow the vehicle to do. Thus,
allowing the officials to approve the decision engine to exhibit non-
deterministic behavior provided the behavior remains within the
limits of its clearance envelope.
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For theorem provers, assumptions at a top level become require-
ments at lower levels. The specification outlined in Fig. 3 has a
number of requirements embedded in the assumptions and can be
broken up into three categories: LZ suitability, environmental con-
ditions, and status duringmovement. Providing all three are satisfied,
the specification would be valid and verified, and thus provide
certification officials evidence of what the system would not do.
Therefore, it can be used to prove the specified behavior will satisfy
the requirements, given the assumptions.
For the PVSmodel to be a valid artifact for certification officials, it

must be representative of actual conditions a vehicle would be faced
with. To accomplish this, the assumptions built into the top levelmust
be valid. These assumptions are what would define the real world
situation. Weather and atmospheric conditions are built into the
various states of the model as assumptions. Aircraft procedures and
mechanics (such as aircraft size and operational limitations) are also
built into the assumptions. Provided the assumptions are valid, amore
detailed design implementation is implemented by a more abstract
one (the PVS model in Fig. 3).
Figure 5 depicts the results of the PVS model against 11 separate

hypothetical LZs.Of the 11 LZs, only one is acceptable for landing. LZ
1 is an ideal LZbecause all 10 supporting propositions remain true. LZs
2 through 11 all have one supporting proposition that is false. The PVS
specification shows that the final 10 LZs are not acceptable for landing.

V. Protocol

We used the analyzed specification as a baseline for the
requirements the decision engine will need to fulfill in executing
the CAL/LZ mission. By translating the state machine specification
into a flowchart protocol, software designers can develop code
based on the analyzed specification. The protocol has been broken
into several steps that mirror what a qualified pilot would do while
completing the CAL/LZ mission. The protocol translates the propo-
sitions into assessments. These steps can be traced directly to the
supporting propositions presented in Sec. IV.C:
Size assessment can be traced to Proposition 1.1
Slope assessment can be traced to Proposition 1.2
Obstruction assessment can be traced to Proposition 1.3
Wind assessment can be traced to Proposition 2.2
Power margin assessment can be traced to Proposition 2.3
Elevation assessment can be traced to Proposition 2.1
Ingress assessment can be traced to Proposition 2.4
Escape route assessment can be traced to Proposition 2.5
Sweep valid ingress to HOGE can be traced to Proposition 3.1
Sweep valid HOGE to touchdown can be traced to Proposition 3.2
The protocol depicted in Fig. 6 satisfies the specification. It

serves as an artifact for flight clearance officials when certifying a
decision engine to make the decision on where to land a large
rotorcraft (a task normally reserved for a fully qualified HAC).
The various steps of the protocol can be completed autonomously
using current day technology. Size, slope, and obstruction assess-
ment can be accomplished via Light Detection and Ranging and
Electro-Optical/InfarRed vision systems under challenging envi-
ronmental condition to include degraded visual environments.
Wind assessment can be accomplished by comparing the rotorcraft
ground track against the current control inputs of the vehicle [75].
Onboard health monitoring systems can be programmed to assess
the vehicle performance under all known operating conditions
(to include degraded modes possible during a malfunction or

Fig. 3 PVS specification for SWEEPchecks to landing, detailing the decisionprocess for anunmanned system tomake adecision currently reserved for a

qualified pilot.

Fig. 4 Lemma 3 deals with the environmental conditions of the LZ: If

the elevation or the winds are out of limits, the LZ is not valid due to bad

conditions.
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emergency situation). The performance characterization can be
used during elevation, ingress, and escape route assessment.
As stated in earlier sections, this research focused on defining an

envelope where the system can exhibit nondeterministic behavior.
In the event that the LZ under evaluation does not pass all eight
assessments (or SWEEP becomes invalid before touchdown), the
system would return to the hold/start point and evaluate other
possible LZs, in an attempt to find a valid LZ, until it no longer
has enough fuel to complete the mission. Provided the LZ in
question is within the limits established by the protocol (which
defines the envelope where a system can exhibit nondeterministic

behavior), it can land autonomously. This can be demonstrated by
the system attempting to execute a landing on an empty football
field, at sea level, in calm wind conditions. Assuming there were no
stands or benches adjacent to the field, SWEEP would easily be
valid between the 15 yd lines (the goal posts would obstruct from
approximately the 15 yd line back to the end of each end zone).
When executing the landing, the input conditions cannot guarantee
the system would choose one landing spot on the field (as there will
be multiple that satisfy the protocol). Under our methodology, the
system would be certified to choose its landing point autonomously
(cleared to land anywhere on the field that satisfies SWEEP).

Fig. 5 Depiction of 11 hypothetical LZs against the propositions listed in Sec. III.C and later detailed in the PVS model.

Fig. 6 Protocol that meets the requirements of the specification detailing the decision process for an unmanned system to make a decision currently

reserved for a qualified pilot.
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This would allow the system to exhibit nondeterministic behavior,
provided SWEEP is valid.
When assessing various LZs, the protocol performs eight assess-

ments: each with a binary outcome. These eight binary outcomes
translate into 256 possible combinations for each evaluated LZ. ALZ
may be large enough for the vehicle in question (so, the first value
would be a one) or it may not be large enough (so, the first value
would be a zero). Of the 256 possibilities, only a LZ that passes all of
the assessments (size, slope, obstruction, wind, power margin, eleva-
tion, ingress, and escape route) is conserved to be a valid LZ that the
decision engine can select for landing. The assessments can be linked
directly to SWEEP (and the specification) and a limited H-60 clear-
ance envelope:
Assessment 1, size: It assumes H-60 and requires a 1.5 rotor arch

(75-ft-diameter circle).
Assessment 2, slope: It assumes a limited H-60 slope envelope

(5 deg forward/aft, and 2 deg port/starboard).
Assessment 3, obstruction: Within the circle defined in Assess-

ment 1, there are no obstructions that would hinder a safe landing.
Assessment 4, wind: Assuming a limited H-60 wind envelope, it

requires between 2 and 20 kt of headwind and less than 5 kt of
crosswind.
Assessment 5, powermargin:Apositive 10%powermargin can be

maintained through approach to landing.
Assessment 6, elevation The LZ elevation is within the operating

envelope of the vehicle (below 3000 ft MSL).
Assessment 7, ingress: A valid ingress route exists from the start

point to the HOGE point.
Assessment 8, escape route: Avalid escape route exists along the

ingress route (to the HOGE point) that returns the vehicle to the
reset point.
The results of the eight assessments can be displayed as a binary

output. A subset of the 256 possible outcomes of the eight assess-
ments is detailed in Table 2. If a LZ fails all eight assessments, its
output would be 00000000 (outcome 1 in Table 2). If it only fails the
wind (Assessment 4), its output would be 11101111 (outcome 240 in
Table 2). If it only fails the size assessment (Assessment 1), its output
would be 01111111 (outcome 128 in Table 2). If it only fails the
obstruction and powermargin assessments (Assessments 3 and 5), its
outputwould be 11010111 (outcome 216 in Table 2). Only an LZ that
passes all eight assessments with an output of 11111111 (outcome
256 in Table 2) would be valid for an attempted landing. After the
decision engine chooses a LZ, it would then continuously assess
SWEEP until it is safe on deck. While Table 2 may seem a trivial
contribution, it is in fact considered an artifact that a TAE would use
when accepting risk during the flight clearance process [8].
While analytically this appears to be a valid protocol for allowing a

decision engine to make the decision currently reserved for HACs
consistently, the following question remains: How can certification
officials, within NAVAIR 4.0P, negate the current approved process
(CNAF process for naval aviation) where a CO determines they have
adequate trust in theHAC before full qualification?As a first step, we
propose current senior officers become involved early in the process.
These officers need to have, or have had, the authority to designate
naval aviators as HACs. This is crucial for this effort because it can be
used as an additional risk mitigation step to have qualified officers
involved in the process.

The protocol (and related artifacts) was also shown to four naval
commanders: all of which have been granted the authority by the
CNAF for determining when a naval aviator can be qualified as a
HAC. All agreed that, assuming the assumptions were valid, the
assessments provided would be sufficient to qualify the decision
engine to complete the task of landing in a CAL/LZ (a task that
currently requires a HAC) safely.
Currently, all flight clearances for naval aircraft and subsystems

are processed by the airworthiness process using approved V&V
techniques/metrics detailed in NAVAIR Manual M-13034.1 [8].
While the evidence presented in this paper is not currently detailed
in that manual, it has been submitted to flight clearance officials for
consideration in the next revision of the naval airworthiness process.
This may lead to a new process for clearing autonomous behavior
under limited circumstances.

VI. Conclusions

To facilitate a flight clearance for a software intensive system, a
clear definition of the requirements needs to be agreed upon before
software development. This paper presented artifacts for a safety of
flight certification in support of an autonomous controller that is
designed to complete the unprepared CAL/LZ mission in a large
rotorcraft. The actual path toward this certification does not cur-
rently exist.
This paper was a first step toward a methodology for clearing

autonomous behavior to complete the CAL/LZmission. The require-
ments normally reserved for a pilot to execute a safe landing on an
unprepared CAL/LZ were defined. These requirements were devel-
oped through coordination with safety of flight clearance officials,
the naval test and evaluation community, and fleet officials who
currently certify pilots as fully qualified. A specification was devel-
oped. Then, the specification was systematically examined in an
effort to ensure it satisfies the requirements. Finally, the analyzed
specification was translated into a protocol and evaluated against all
possible combinations of the conditions of a LZ. The protocol can
then be used by software designers when developing the decision
engine of the autonomous vehicle. All of the artifacts developed in
this paper can be used as certification evidence for a safety of flight
clearance of autonomous behavior.
The logical next step is a limited M&S of the protocols/control

laws to insure that thevehiclewill function as intended. Thiswill be in
an attempt to show the system will only display nondeterministic
behavior while it is within the clearance envelope, and it would serve
as a risk mitigation step before the actual flight test. FollowingM&S,
a design of experiments for flight tests needs to be developed
(flight-test plan). Most conventional developmental flight-test tech-
niques are designed for a pilot to test an unproven system. In this case,
test points will need to be developed that demonstrate in an opera-
tional-relevant environment that the test vehicle can produce results
similar to the demonstrated behaviors in modeling and simulation.
This is the test plan of the specification. Following the flight test, a
summary of the test results would be the final piece of data that flight
clearance officials would need to certify amachine tomake decisions
currently reserved for qualified pilots.
This paper has presented top-level evidence from the requirements

definition to the protocol definition. Futurework that focuses on each
of the subtasks would be invaluable to certification officials. They
could use this to define/refine an envelope by which to certify what a
decision engine would not do. Future works to concentrate on devel-
oping tools to complete the remaining steps of the proposed meth-
odology are critical before an actual autonomous controller’s
development.Without a clear path, and mature flight clearance tools,
certification of controllers to accomplish tasks currently reserves for
pilotswill continue to be limited in their scope and limited in their real
world application.
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